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Random variable:  

 A variable which has a pre assigned set of observations or realizations but the 

actual outcome is not known prior to the experiment (a random variable is always 

denoted by a capital letter). 

A random variable are of two types namely, viz, discrete random variable and 

continuous random variable. 

If the set of observations be discrete, i.e., countable ( finite or infinite) is known as 

discrete random variable and if the same be continuous i.e., uncountable whether 

finite or infinite are known as continuous random variable. 

Let us consider the following example. 

X:  Face value of a die when rolled once 

The set of observations is 𝑥 = { 1, 2, 3, 4, 5, 6 } 

Now  P(X = 1) = 
1

6
 

           P(X = 2) = 
1

6
 

           P(X = 3) = 
1

6
 

 P(X = 4) = 
1

6
 

P(X = 5) = 
1

6
 

P(X = 6) = 
1

6
 

So from the above example we can say P( 𝑋 = 𝑥) = 
1

6
 for all 𝑥=1(1)6 

 



 

3 
 

 

 

We define 𝑃 𝑋 = 𝑥 = 𝑓(𝑥) which is known as probability distribution of the 

random variable X. 

The probability distribution of a random variable is defined as the probability of a 

function of the observations along with the known parameters. 

The probability distribution of a discrete random variable is known as probability 

mass function (pmf) and that of continuous random variable is known as 

probability density function (pdf). 

Condition for pmf & pdf 

i. For both pmf and pdf f(𝑥) ≥ 0 for all 𝑥. 

ii. For pmf   𝑓 𝑥 = 1𝑥 and for pdf  𝑓 𝑥 𝑑𝑥 = 1 

Note : The above conditions are basically in probability the axiom I and  

axiom II. 

Expectation of a random variable X. 

Expectation of a random variable X is the population mean which is formulated as  

𝐸 𝑋 =   𝑥. 𝑓(𝑥)𝑥  for discrete random variable and 𝐸 𝑋 =  𝑥 𝑓 𝑥 𝑑𝑥  for 

continuous random variable. 

The question is that why do we say expectation as population mean ? 

Consider the form of expectation of X and since 𝑓 𝑥  

Is a probability 𝑓 𝑥 =  
𝑛(𝑥)

𝑛
. 

 

 

 



 

4 
 

 

So 𝐸 𝑋 =  𝑥.
𝑛 𝑥 .

𝑛𝑥   𝑥: observation in sample space 

         𝑛(𝑥): frequency of 𝑥 in sample space 

                       n: total frequency in sample space 

The arithmetic mean 𝑥 =   𝑥𝑖
𝑓𝑖

𝑁𝑖  

        𝑥𝑖 : observation in sample  

         𝑓𝑖 : frequency of 𝑥 in sample  

                       N: total frequency in sample 

So instead of sample if we talk about sample space, i.e., population we get the 

form of 𝐸 𝑋 . Hence it is known as population mean. 

Some important results in Expectation. 

 If X=c , a constant , E(X) = c. 

Pf: E(X) =  𝑥. 𝑓 𝑥 =   𝑐. 𝑓 𝑥 = 𝑐  𝑓 𝑥 = 𝑐𝑋1 = 𝑐𝑥𝑥𝑥  

 If Y=cX, c being a constant, then E(Y) = cE(X) 

Pf: E(Y)=  𝑦. 𝑓 𝑦 =   𝑐. 𝑥. 𝑓 𝑥 = 𝑐  𝑥𝑓 𝑥 = 𝑐𝐸(𝑋)𝑥𝑥𝑦  

 If Y=a +bX, c being a constant, then E(Y) = a + bE(X) 

Pf: E(Y)=  𝑦𝑓 𝑦 =   𝑎 + 𝑏𝑥  𝑓 𝑥 = 𝑎 𝑓 𝑥 +𝑥 𝑏  𝑥𝑓 𝑥 𝑥𝑥𝑦  

             = 𝑎 + 𝑏𝐸(𝑋) 
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 Variance of X, 𝜎𝑋
2 = 𝐸(𝑋 − 𝐸 𝑋 )2  

                                 = 𝐸( 𝑋2 +  𝐸 𝑋  
2
− 2𝑋. 𝐸 𝑋 ) 

                                 = 𝐸 𝑋2  +   𝐸 𝑋  
2
− 2𝐸(𝑋). 𝐸 𝑋  

             = 𝐸 𝑋2 −   𝐸 𝑋  
2
 

 If Y= c , c being a constant, then V(Y) = 0 

Pf: 𝜎𝑌
2 = 𝐸( 𝑌 − 𝐸 𝑌 )2 = 𝐸(𝑐 − 𝑐)2 = 0. 

 If Y= a +bX , a and b being a constants, then V(Y) = a +bV(Y) 

Pf: 𝜎𝑌
2 = 𝐸( 𝑌 − 𝐸 𝑌 )2 = 𝐸((𝑎 + 𝑏𝑋 − 𝑎 − 𝑏𝐸(𝑋))2 

             = 𝐸(𝑏 (𝑋 − 𝐸 𝑋 )2 

              = 𝑏2𝐸(𝑥 − 𝐸 𝑋 )2 

               = 𝑏2𝜎𝑋
2 

⇒  𝜎𝑌 =   𝑏 𝜎𝑋  
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