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Suppose we are studying two variables x & y simultaneously. A statement of 

possible pairs of values assumed by x & y, together with the corresponding 

probabilities, is called bivatriate probability distribution or joint probability 

distribution. 

 

 Y  y1 y2 y3     yn    marginal prob 

X              Of     xi 

            

X1   p11 p12 p13     p1n  p10 

X2   p21 p22 p23     p2n  p20 

X3   p31 p32 p33     p3n  p30 

 

 

Xm   pm1 pm2 pm3     pmn  pm0 

 

Marginal prob  P01 p02 p03     p0n  1
 of yj 

   

 

 

 



 

 

 

Where 𝑝𝑖𝑗 = joint probability of 𝑥𝑖  𝑎𝑛𝑑 𝑦𝑗  

                  =       𝑃  𝑋 = 𝑥𝑖  ∩ 𝑌 =  𝑦𝑗   

The marginal probabilities are given by 

Marginal probability of  𝑋 = 𝑥𝑖 ,   𝑝𝑖𝑜  =  𝑝𝑖𝑗𝑗  

Marginal probability of  𝑌 = 𝑦𝑖  ,   𝑝0𝑗  =  𝑝𝑖𝑗𝑖  

Some important formulae : 

𝐸  𝜑 𝑋, 𝑌  =   𝜑(𝑥, 𝑦)𝑝𝑖𝑗

𝑛

𝑗=1

𝑚

𝑖=1

 

So from the above table, 

𝐸 𝑋 =   𝑥𝑖𝑝𝑖0  𝑎𝑛𝑑  𝐸 𝑌 =   𝑦𝑗𝑝𝑜𝑗

𝑛

𝑗=1

𝑚

𝑖=1

 

𝐸 𝑋2 =   𝑥𝑖
2𝑝𝑖0  𝑎𝑛𝑑  𝐸 𝑌2 =  𝑦𝑗

2𝑝0𝑗

𝑛

𝑖=1

𝑚

𝑖=1

 

𝐸 𝑋𝑌 =    𝑥𝑖𝑦𝑗𝑝𝑖𝑗

𝑛

𝑖=1

𝑚

𝑖=1

 

𝜎𝑋
2 = 𝐸 𝑋2 − ( 𝐸 𝑋 )2 

𝜎𝑌
2 = 𝐸 𝑌2 − ( 𝐸 𝑌 )2 

𝑐𝑜𝑣 𝑋, 𝑌 =  𝐸 𝑋𝑌 −  𝐸 𝑋 𝐸(𝑌) 

 



 

 

Correlation coefficient 𝜌𝑋𝑌 =  
𝑐𝑜𝑣 (𝑋,𝑌)

𝜎𝑋𝜎𝑌
 

Regression equation y on x is      𝑌 − 𝐸 𝑌 =  𝛽𝑌𝑋 (𝑋 − 𝐸 𝑋 ) 

Regression coefficient  y on x,    𝛽𝑌𝑋 =  
𝑐𝑜𝑣 (𝑋,𝑌)

𝜎𝑋
2 =  𝜌𝑋𝑌

𝜎𝑌

𝜎𝑋
 

Some impotant theorems and results : 

 𝐸 𝑋 + 𝑌 = 𝐸 𝑋 +  𝐸(𝑌) 

Pf: 𝐸 𝑋 + 𝑌   =    (𝑥𝑖 + 𝑦𝑗 ) 𝑝𝑖𝑗
𝑛
𝑖=1

𝑚
𝑖=1  

            =    𝑥𝑖𝑝𝑖𝑗 +   𝑦𝑗𝑝𝑖𝑗
𝑛
𝑗=1

𝑚
𝑖=1

𝑛
𝑗=1

𝑚
𝑖=1  

                                 =  (𝑥𝑖  𝑝𝑖𝑗 ) +  (𝑦𝑗  𝑝𝑖𝑗 )𝑚
𝑖=1

𝑛
𝑗=1

𝑛
𝑗=1

𝑚
𝑖=1  

                                 =   𝑥𝑖𝑝𝑖0 +  𝑦𝑗𝑝0𝑗
𝑛
𝑗=1

𝑚
𝑖=1  

                                = 𝐸 𝑋 +  𝐸(𝑌) 

 If X and Y are two independent variables, then 𝐸 𝑋𝑌 = 𝐸 𝑋 . 𝐸(𝑌) 

Pf:  If X and Y are independent, then  

       𝑃  𝑋 = 𝑥𝑖  ∩ 𝑌 =  𝑦𝑗  =  𝑃 𝑋 = 𝑥𝑖 . 𝑃(𝑌 = 𝑦𝑗 ) 

       ⇒ 𝑝𝑖𝑗 =  𝑝𝑖0 . 𝑝0𝑗  

 So 𝐸 𝑋𝑌 =    𝑥𝑖𝑦𝑗𝑝𝑖𝑗
𝑛
𝑖

𝑚
𝑖=1  

                        =   𝑥𝑖𝑦𝑗𝑝𝑖0𝑝0𝑗
𝑛
𝑖

𝑚
𝑖=1  

                        =   ( 𝑥𝑖𝑝𝑖0  𝑦𝑗𝑝𝑜𝑗 )𝑛
𝑗=1

𝑚
𝑖=1  

         =   𝑥𝑖𝑝𝑖0𝐸(𝑌)𝑚
𝑖=1  

         = 𝐸 𝑌 . 𝐸(𝑋) 



 

 

 𝑉( 𝑋1 + 𝑋2 +  ……… + 𝑋𝑛) 

= 𝐸(  𝑋1 + 𝑋2 + ……… + 𝑋𝑛 − 𝐸 𝑋1 + 𝑋2 + ……… + 𝑋𝑛 )2 

= 𝐸(𝐸(𝑋1 − 𝐸 𝑋1 )2 +  𝐸(𝑋2 − 𝐸( 𝑋2)2 + …… . . +𝐸(𝑋𝑛 − 𝐸(𝑋𝑛)2) 

=   𝑉 𝑋𝑖 +  2   𝑐𝑜𝑣(𝑋𝑖,𝑋𝑗 )

𝑛

𝑗=1

𝑛

𝑖=1

𝑛

𝑖=1

 

                                     i<j 

=  𝑉 𝑋𝑖 +   𝑐𝑜𝑣 𝑋𝑖,𝑋𝑗  
𝑛
𝑗=1

𝑛
𝑖=1

𝑛
𝑖=1  

       𝑖 ≠ 𝑗  

 

It comes from the square formula. As it was told already that we get the 

formula for variance from  

 ( 𝑥𝑖)
𝑛
𝑖=1

2
 =   𝑥𝑖

2𝑛
𝑖=1 + 2   𝑥𝑖𝑥𝑗

𝑛
𝑗=1

𝑛
𝑖=1   

                                                       𝑖 < 𝑗 

  =  𝑥𝑖
2𝑛

𝑖=1 +   𝑥𝑖𝑥𝑗
𝑛
𝑗=1

𝑛
𝑖=1   

                                                       𝑖 ≠ 𝑗 
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